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ABSTRACT

Theories of competition typically predict a positive relationship be-
tween market concentration and prices. However, in loan markets,
adverse selection can reverse this relationship as riskier borrowers be-
come more likely to receive funding. Using supervisory data, we show
that interest rates, borrower risk, and lending volume are higher in
markets with more banks. We also create a novel measure of markup
that is orthogonal to borrower risk, and, consistent with adverse selec-
tion, find that markups are higher after repeated borrowing relation-
ships. Finally, we use a shock to large banks’ lending costs to provide

further support for the adverse selection channel.

Traditional models of product market competition predict that higher levels
of market concentration lead to higher prices and reduced supply. For this
reason, the antitrust division of the US Department of Justice and other
regulatory agencies commonly use various measures of market concentration
as important criteria to approve or block mergers. Indeed, in the banking
industry, many studies find a positive relationship between prices and market
concentration in the deposit market.

However, unlike deposit markets, credit markets are plagued by two lev-
els of asymmetric information: 1) borrowers are often better informed than
lenders about their own creditworthiness, and 2) some lenders know more
about certain borrowers’ quality than other lenders. This latter form of

asymmetric information can create a positive relationship between the num-

'E.g., Hannan (1991), Neumark and Sharpe (1992) and Drechsler, Savov, and Schnabl
(2017).



ber of banks and interest rates in local banking markets.? Intuitively, when
there are more banks in a market, individual banks become more concerned
that borrowers approaching them for a loan have been previously rejected,
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creating an adverse selection problem similar to the “winner’s curse” (e.g.,
Broecker, 1990). This mechanism can lead to higher average interest rates
and lower quality borrowers receiving financing conditional on observables.

Anecdotally, adverse selection appears to be an important issue for banks in

practice. For instance, Shaffer (1998) states:

“The chief financial officer of a new bank once told the author that
‘as soon as you open your doors, every deadbeat in town lines up
to try to borrow from you’... Bankers and bank examiners alike

are very familiar with this phenomenon.”

Despite the importance of adverse selection in credit markets, identifying
it is challenging because it is driven by banks’ private information, which
is typically unobservable. For instance, if we were to compare two loans
with similar observable characteristics but different interest rates, we cannot
determine whether the loans’ interest rates are different due to differences
in the bank’s risk assessment or due to differences in bank market power.
More generally, without access to agents’ private information, it is extremely
difficult to test for adverse selection in financial markets.

In this paper, we address this challenge by using a confidential supervisory

dataset that includes banks’ private assessments regarding the riskiness of

2E.g., Broecker (1990), Riordan (1995), Shaffer (1998), Dell’Ariccia (2001), Marquez
(2002), Dell’Ariccia and Marquez (2006) and Axelson and Makarov (2016).



their loans. Consistent with the adverse selection channel, we find a positive
relationship between the number of banks in local markets and interest rates,
borrower risk and loan volume. We also analyze market power by creating a
novel measure of loan markup that incorporates banks’ private information
regarding the riskiness of their loans and find that markups are higher in
markets with more banks and that banks with an informational advantage
due to prior relationships with borrowers charge higher markups. Finally, we
address endogeneity concerns regarding market structure by using a shock
that reduced lending by the largest banks in the US. Taken together, our
results provide support for adverse selection driving lending outcomes and
market power in local loan markets.

Our analysis uses the Federal Reserve’s Y-14(Q Schedule H.1 data, which
includes all corporate loans over one million dollars extended by large bank
holding companies (BHC) in the United States. We restrict the sample to pri-
vate, non-syndicated borrowers, resulting in a median asset size and revenue
of $23.6mm and $46mm. Because these firms are private and on the smaller
size, they are likely more subject to issues of local asymmetric information.

In addition to detailed firm and loan characteristics, a key advantage of
the data is that banks are required to report their internal measures of prob-
ability of default (PD) and loss given default (LGD) for each eligible loan on
their balance sheets. First, we show that these risk assessments are strong
predictors of both interest rates and future loan non-performance and de-
fault, even after controlling for observable loan characteristics. Second, once
we control for banks’ internal risk assessments, interest rates do not predict

future loan performance at all. This result implies that banks’ internal risk



assessments provide a more accurate measure of the lender’s risk than the in-
terest rate, giving further validity to the use of these assessments as measures
of banks’ private information.

In Broecker (1990) and other models of adverse selection, as the num-
ber of banks in a market increases, firms are able to approach more banks
for loans after they have been previously rejected, increasing the likelihood
that lower-quality firms ultimately receive funding. Hence, the adverse selec-
tion channel predicts a positive relationship between the number of banks in
a market and interest rates, borrower risk, and lending volume. Consistent
with this channel, we find that interest rates are higher in counties with more
banks. A one standard deviation increase in the number of banks operating
in a county (about 6 banks) is associated with a 7bp increase in interest rates
which compares to an average credit spread of about 150bps over the sample
period. Moreover, the higher interest rates are at least partially due to higher
borrower risk: we find that banks’ estimated PDs are higher in counties with
more banks. Importantly, we estimate the difference in risk across loans that
is not already being reflected in observable characteristics.®> Finally, we ag-
gregate the amount of lending volume at the county-quarter level and find
that lending volume is higher in counties with more banks. Taken together,
these results are consistent with more low-quality borrowers receiving financ-
ing in markets with more banks, a central prediction of models of adverse
selection in credit markets. Also consistent with adverse selection, we show

that 1) the effects are stronger for loans issued to firms with fewer tangible

3If the difference in risk was already reflected in observables, then by definition, it

could not be driven by adverse selection.



assets, 2) loans are more heavily collateralized in markets with more banks,
3) firms rarely switch banks and do so at the same frequency across market
structures, and 4) banks’ PDs after granting the loan are more predictive of
default in markets with more banks as successfully extending the loan con-
veys more information about the borrower’s creditworthiness (e.g., Milgrom
(1979)).

One concern with our analysis is that our measure of the number of
banks only includes large banks, not small banks or online lenders. We thus
define an alternative measure of the number of banks in the county based
on the number of FDIC-insured bank branches. We show that this measure,
which is not biased towards large banks, is highly correlated with our main
measure of the number of banks (0.84) and that our main results hold if we
use this alternative measure in our tests. Second, we also use survey data
from Wiersch et al. (2022) to show that firms of similar size rarely apply for
loans to online lenders, credit unions, and finance companies.

Interest rates and borrower risk are higher in markets with more banks;
however, differences in loan processing costs, funding costs could also par-
tially explain the difference in interest rates across these market structures.
First, we control for bank by time fixed effects, which absorb any differences

4 Second, we also control for

in costs of capital across banks or over time.
county-level characteristics such as population density and local wages in

the financial industry that may affect the costs of processing loans. Another

4Bank by time fixed effects also alleviate concerns that strategic underreporting of
risk assessments could be driving our results (e.g., Behn, Haselmann, and Vig (2016) and

Plosser and Santos (2018)).



possibility that we explore next is that differences in market power may also
affect interest rates across markets.

While standard theories of competition predict reduced market power in
markets with more banks, theories of adverse selection predict that market
power can be higher if banks are better informed about certain borrowers.”
In order to disentangle these forces, we estimate predictive regressions with
interest rate as the dependent variable, controlling for the bank’s assessed
risk of the loan. By stripping out the variation in interest rates due to
borrower risk, which in all studies up to this point has been unobservable,
we are better able to isolate the markup on the loan due to market power.
We find empirical support for this argument because, as discussed earlier,
once we control for banks’ internal risk assessments, interest rates do not
predict future loan performance at all.

Consistent with the adverse selection channel, we find that our measure
of markup increases with the number of banks in a county. Hence, the higher
interest rates exhibited in markets with more banks can be explained not only
by higher average borrower risk but also by higher market power induced by
adverse selection.

That markups increase in the number of banks suggests that adverse
selection may be a source of market power for banks. To further explore this
idea, we develop additional tests based on theories of adverse selection and
market power. A common theme in these models is that a bank’s superior

information about certain borrowers increases its market power. In practice,

°E.g., Dell’Ariccia and Marquez (2006), Fishman and Parker (2015) and Bolton, San-
tos, and Scheinkman (2016).



banks that have existing relationships with firms are likely to have better
information than other banks (e.g., Sharpe, 1990 and Rajan, 1992). Hence,
we test whether banks charge their existing clients higher markups than firms
that switch banks. Consistent with this hypothesis, we find that firms that
stay with their existing banks face 9bps higher markups on their loans.
While our evidence supports the adverse selection channel, the number of
banks is not randomly allocated across counties. Although we control for a
rich set of firm, loan, industry, bank, and county characteristics, our results
could still be explained by unobserved drivers of lending behavior that are
correlated with the number of banks in the county. To address these con-
cerns, we use capital surcharges that were imposed on global systemically
important banks (GSIBs) in 2016 as an exogenous shock to the lending costs
of those banks. Favara, Ivanov, and Rezende (2021) show that following the
imposition of these capital surcharges, GSIBs reduced their lending relative
to other banks. We first show that a greater presence of GSIBs in a county
prior to the imposition of capital surcharges leads to a reduction in both ag-
gregate lending and the total number of banks servicing the county after the
imposition of the surcharges. While standard models of competition predict
that a reduction in the supply of capital should lead to higher prices, this
forced reduction in lending could also reduce the adverse selection problem
in local markets. Intuitively, it becomes less of a bad signal if a particular
firm does not receive a loan from a GSIB because the bank may have de-
nied the firm credit (or not even considered the firm at all) because it was
forced to cut back its lending, not because it deemed them a lower quality

borrower. Hence, the adverse selection channel predicts that interest rates,



PDs, and markups would drop in regions with more GSIBs present prior
to the surcharges. We find evidence consistent with all three of these pre-
dictions; however, while interest rates and PDs are statistically significant,
markup is not.

This paper contributes to the literature that analyzes the relationship
between market structure and lending outcomes in banking markets. To
our knowledge, this is the first paper documenting a positive relationship
between the number of banks and interest rates in local corporate loan mar-
kets. The existing literature finds either a positive or no relationship between
loan interest rates and market concentration (e.g., Hannan, 1991, Petersen
and Rajan, 1995, Cyrnak and Hannan, 1999, Sapienza, 2002, Cavalluzzo,
Cavalluzzo, and Wolken, 2002, Berger, Rosen, and Udell, 2007 and Rice and
Strahan, 2010).° Petersen and Rajan (1995) find that in concentrated mar-
kets firms borrow at lower rates earlier in their life but then borrow at higher
rates later in their life, but do not find a difference in unconditional borrow-

ing costs across market structures.” Finally, to our knowledge, this is the

SBerger et al. (2004) and Degryse and Ongena (2008) survey the literature.

"Other papers using different arguments to cast doubt on concentration as a proxy
for competitiveness in banking markets are Berger (1995), Rhoades (1995), Hannan
(1997), Claessens and Laeven (2005), and Carbo-Valverde, Rodriguez-Fernandez, and
Udell (2009). Although we focus on the effect of market power on interest rates, other
papers highlight benefits of increased competition unrelated to the interest rates of loans
(e.g., Jayaratne and Strahan, 1996, Cetorelli, 2002, Bertrand, Schoar, and Thesmar, 2007,
Liebersohn, 2017 and Saidi and Streitz, 2018). Increased competition can also reduce
efficiency if it causes banks’ charter values to decrease, thereby inducing an increase in
risk taking (Keeley, 1990). See Granja, Leuz, and Rajan (2022) and Carlson, Correia,

and Luck (2022) for empirical evidence supporting this channel. Because we use bank by



first paper to analyze how underlying borrower quality systematically varies
across market structures as measured by banks’ private risk assessments and
use these risk assessments to measure loan markups.

Why do our results on the relationship between market concentration and
interest rates differ from those in the existing literature? Much of the existing
literature uses data containing many sole proprietorships and partnerships, to
which banks typically lend based on the commercially available credit score
of the owner (e.g., FICO score), which is available to all lenders.® In contrast,
our sample contains only corporate loans for which banks assess the credit
quality entirely based on their own internal risk ratings. For example, the Fed
distinguishes between corporate loans (which are in our sample) versus sole-
proprietorships and partnerships, which the Fed regards as “small businesses”
(which are outside our sample).”

Asymmetric information across banks is likely severe among the corpo-
rate loans in our sample for two reasons. First, while credit bureaus maintain
standardized credit histories for individuals, no equivalent system exists for
corporations. The lack of publicly available information on past interactions

is critical to the type of asymmetric information problem in the theories

time fixed effects throughout our analysis, we absorb any aggregate bank-level risk-taking

effects.

8For example, in the most recent Survey of Small Business Finance, about two-thirds
of the firms are sole-proprietorships or partnerships (see The 2003 Survey of Small Business

Finances Methodology Report).

9See Online Appendix Section 2 for the specific Fed instructions. This distinction may
not be as stark for smaller banks outside our sample, which are not subject to the same

reporting requirements.
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https://www.federalreserve.gov/pubs/oss/oss3/ssbf03/methodology/method_report.pdf
https://www.federalreserve.gov/pubs/oss/oss3/ssbf03/methodology/method_report.pdf

that motivate our paper. Second, without a common credit score, banks
must rely on their own internal evaluations of borrowers’ creditworthiness,
increasing the potential for information asymmetries between lenders. In-
creased asymmetric information across banks offers a potential explanation
for why we find different results on the relationship between market structure
and interest rates than the existing literature.!

Our paper also contributes to the empirical literature testing the rela-
tionship between bank market structure and asymmetric information (e.g.,
Cetorelli and Gambera (2001), di Patti and Dell’Ariccia (2004), Crawford,
Pavanini, and Schivardi (2018) and Yannelis and Zhang (2022)).!! Compared
to these papers, ours is the only paper to directly analyze banks’ private risk
assessments and how they vary across market structures, conditional on ob-
servables.

Our paper also relates to the broader literature testing asymmetric in-

formation in credit markets (e.g., Stroebel, 2016, Botsch and Vanasco, 2019,

10Tt ig also worth mentioning that the vast majority of papers use measures of deposit
market concentration rather than measures of loan market concentration due to a lack of
data. A problem with this approach is that deposit concentration may not line up with
loan market concentration. Indeed, in our sample, the correlation between the number of
banks and deposit HHI is -0.27 (see Table 2). Moreover, in Online Appendix Table 14, we
do not find a statistically or economically significant relationship between deposit HHIs

and loan rates.

"Yannelis and Zhang (2022) find a negative relationship between market concentration
and interest rates in the auto loan industry among high-risk borrowers, but do not analyze
bank risk assessments or markups. Auto loans are also quite different from corporate loans,
as banks typically assess the credit risk of auto loans based on commercially available credit

scores.
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Darmouni, 2020, Weitzner and Howes, 2021, DeFusco, Tang, and Yannelis,
2022, and Beyhaghi, Howes, and Weitzner (2023)). Because agents’ infor-
mation is not observable, the most common approach in this literature is to
rely on proxies of asymmetric information or assume agents’ decisions imply
certain distributions of outcomes and test whether these outcomes bear out
in the data. In contrast, our data allows us to directly analyze banks’ private
information to see how borrowers’ risk varies across market structures con-
ditional on observables, thereby allowing us to more directly test for adverse
selection.

Finally, this is the first paper to estimate loan markups by orthogonalizing
the interest rate to the bank’s perceived risk of the loan. Using banks’ private
risk assessments to estimate markup is critical because, as we show, observ-
able characteristics do not fully account for the underlying risk of loans.
Furthermore, we show that loan riskiness varies across regions, even after
controlling for observable characteristics. This makes it extremely challeng-
ing to estimate the relationship between market structure and market power
without access to banks’ private information. Hence, our methodology could
be useful to both regulators and researchers who have access to the Y-14Q)
data to estimate markups and thereby better understand market power in

corporate loan markets.

I. Theoretical Background

In homogeneous product markets, standard theories of competition pre-

dict that fewer competitors (or higher concentration) lead to higher prices.

12



For example, in static Cournot models, in which firms compete via quanti-
ties, firms better internalize the impact that their production has on prices
when there are fewer firms, leading to higher markups and firm profits. If
firms compete through prices, a la Bertrand, prices are competitive as soon
as there are two firms. In dynamic settings, higher concentration facilitates
collusion, which can also lead to higher markups (e.g., Abreu, 1986).

However, in credit markets plagued by asymmetric information, the rela-
tionship between market concentration and prices can reverse due to adverse
selection. Intuitively, if banks cannot see whether firms have been previously
rejected by other banks, they face a winner’s curse problem similar to a
common value auction (e.g., Broecker, 1990, Riordan, 1995, Flannery, 1996,
Shaffer, 1998, Axelson and Makarov, 2016, He, Huang, and Zhou, 2020 and
Goldstein, Huang, and Yang, 2022). The greater the number of banks, the
more concerned banks are that firms have been previously rejected by other
banks, forcing them to charge higher rates to borrowers. In a related, but
slightly different, mechanism based on adverse selection, as the number of
banks increases, information becomes more dispersed (e.g., Marquez, 2002
and Dell’Ariccia and Marquez, 2006), as banks have a harder time deter-
mining whether borrowers have been rejected by other banks. These two
mechanisms both predict that more banks lead to i) higher interest rates,
ii) higher borrower risk, and iii) higher aggregate loan volume. Importantly,
these results hold after conditioning on observable characteristics, a require-
ment of adverse selection.

Adverse selection can also affect the relationship between market struc-

ture and market power. If some banks know more about certain borrow-

13



ers than other banks, either because they are better at screening (e.g., He,
Huang, and Zhou, 2020), or because they have access to private informa-
tion through ongoing relationships with those borrowers (e.g., Sharpe, 1990
and Rajan, 1992), this can cause banks’ market power to increase with the
number of banks in the market. Intuitively, informed banks can charge their
borrowers interest rates higher than marginal costs because those borrowers
would be pooled with lower quality borrowers if they tried to borrow from
another bank. Because having more banks in the market worsens the ad-
verse selection problem and, in turn, borrowers’ outside options, informed
banks are able to extract more information rents from their borrowers. This
mechanism, which appears in Dell’Ariccia and Marquez (2006), Fishman and
Parker (2015), and Bolton, Santos, and Scheinkman (2016), causes a positive
relationship between the number of banks and markups.

While in the aforementioned models the relationship between the number
of banks in a market and interest rates and markups is unambiguous, in
reality, both of these effects might be present. Hence, when analyzing interest
rates and markups, our estimates inevitably reflect the net effect of these two
channels. For instance, it is possible that the standard forces of competition
first cause interest rates and markups to decrease as the marginal impact
of an additional bank on the degree of competition is high. However, after
a certain point, the marginal impact of the standard competition channel
could diminish, and adverse selection effects begin to dominate. Because
standard models of competition, such as Cournot and Bertrand, do not speak
to the relationship between the number of banks and borrower risk, we expect

a monotonically increasing relationship between the number of banks and

14



borrower risk under the adverse selection channel.
Finally, while we cannot directly observe which banks are better informed
about other borrowers, past lending relationships can create information ad-

2 Through the information advantages that develop over time,

vantages.’
we expect that borrowers that stay with their existing banks face higher
markups than those that switch to different banks (e.g., Sharpe (1990) and

Rajan (1992)).

II. Data

Our main source of data is Schedule H.1 of the Federal Reserve’s Y-14Q
data. The Federal Reserve began collecting this data in 2011 to support the
Dodd-Frank mandated stress tests and the Comprehensive Capital Analysis
and Review (CCAR). Qualified BHCs are required to report detailed quar-
terly loan-level data on all corporate loans that exceed one million dollars in
size. These loans represent 70% of all commercial and industrial loan volume
from US BHCs (Bidder, Krainer, and Shapiro, 2020).

The data include detailed loan characteristics (such as interest rate, matu-
rity, and amount), quarterly loan performance, the ZIP code of the borrowers’
headquarters, and firm financials. Importantly for our analysis, banks are

also required to report their internal estimates of probability of default (PD)

128ee Berger and Udell (1998) for a detailed discussion of how this information can be
obtained. Empirically, Beyhaghi, Howes, and Weitzner (2023) show that changes in banks’
risk assessments, i.e., PD and LGD, predict stock returns, bond returns, and earnings
announcement surprises, suggesting banks can obtain an information advantage through

lending relationships.
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and loss given default (LGD) for each loan to the Federal Reserve on their
Y-14Q filings. According to the Basel Committee on Banking Supervision,
internal estimates of PD and LGD “must incorporate all relevant, material
and available data, information and methods. A bank may utilize internal
data and data from external sources (including pooled data).”!?

Following Brown, Gustafson, and Ivanov (2017), we restrict the sample
to domestic borrowers and remove financial firms, government entities, indi-
vidual borrowers, foreign entities, and nonprofit organizations. In addition,
we drop loans to special purpose entities, loans with government guaran-
tees, demandable loans, loans with prepayment penalty clauses, loans that
are tax-exempt, and loans that are contractually subordinated. We include
these additional screens to make the loans in our sample as comparable as
possible, thereby allowing us to accurately compare interest rates. To keep
focus on issues of local information asymmetry, we also drop publicly traded
firms (firms with a valid ticker information) and syndicated loans because
they are usually sourced nationally rather than locally. To ensure that our
results are not affected by the sample of public firms with unreported ticker
information, we trim the sample on borrower size at the 99th percentile.

To correct for reporting inconsistencies, we exclude loans that are less
than $1 million because banks are only required to report loans in which
the total commitment amount is $1 million or more. Additionally, we drop
borrowers with reported total assets less than the loan amount, loans with

interest rates equal to or below 0% or above 100%,'* loans with missing

13The most recent instructions are available at Calculation of RWA for credit risk.

141n cases where an interest rate floor or an interest rate ceiling is specified for the
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maturities or with maturities more than 30 years. Finally, we drop loans
with PDs that are missing, equal zero, or are greater than the 99th percentile.
Interest rates are reported only in the quarter in which the borrower makes
a payment on a loan, otherwise the loan’s interest rate is reported as zero.
For credit lines, this has a material impact because firms may not draw them
immediately. Hence, when the interest rate field is zero, we take the interest
rate from the next quarter that is populated. Credit lines that are not utilized
within two quarters after initiation are dropped from the sample. As a loan
might remain on the bank’s balance sheet for multiple quarters, we only keep
the first appearance of a loan in the data (i.e., new loans). Finally, we drop
loans from borrowers that have more than the 99th percentile in the total
number of new loans over the sample period, as these tend to be financial
subsidiaries of industrial firms. After these filters, we are left with 21,924
new loans originated from 2014Q4 to 2019Q4 by 23 BHCs.'?

We define the following firm-level financial variables: profitability
(EBITDA /assets), firm size (log assets), tangibility (tangible assets/assets),
and leverage (debt/assets), all of which, except for firm size, are winsorized
at the 1% and 99% level. Furthermore, we use two measures of loan per-
formance: 1) non-performance, which is a dummy variable equal to one if
the bank reports the loan as 90 days past due or non-accrual, or reports a

positive net cumulative charge-off amount, or reports specific reserve for an

loan, we keep only loans with reported interest rates between the reported floor and the
reported ceiling. If an interest rate spread is reported for variable-rate loans, we ensure

that the total interest rate is at least as much as the interest rate spread.

15We provide a more detailed explanation of the data filters in Online Appendix Section
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impaired loan for the loan within the 12 months following the origination
of the loan, or if the bank considers the borrower as defaulted as defined
below; and 2) realized default, which is a dummy variable that equals 1 if
the borrower defaults within one year since origination. We use a window
of one year because banks’ PD estimates are required to reflect long-run an-
nual default rates. For regressions predicting non-performance or default,
our sample ends one year earlier to ensure all loans have the same one-year
window to potentially default.

Finally, the data includes ZIP codes corresponding to each borrower’s
headquarters. To control for county characteristics, we collect annual pop-
ulation estimates from the Census and quarterly wage data from BLS. As
is typical in the banking literature, we use counties as our measure of local
markets (e.g., Drechsler, Savov, and Schnabl (2017). In order to create mar-
ket concentration measures at the county level, we obtain the ZIP code to
county crosswalks from the Housing and Urban Development (HUD). After
merging the county data into the Y-14Q dataset, we construct a measure
of market concentration based on the number of banks that operate in that
county in the sample. Specifically, we consider a bank to operate in a county
if it gives a loan at any point in the sample.'® We use the number of banks
as our measure of concentration because what matters in models of adverse
selection is the number of banks that firms can approach for a loan. How-
ever, in Table II we show that the loan Herfindahl-Hirschman Index (HHI) is

highly correlated with the number of banks (-0.90) and in Online Appendix

16Tn Section VII, we also measure the number of banks at the annual level to explore

variation in the number of banks following a shock to banks’ cost of lending.
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Table 14, we show our main result regarding interest rates holds if we use
loan HHI instead. The average loan HHI is also much larger than deposit
HHI (0.50 versus 0.20). This could be partially due to the fact that we do not
have all US banks in our sample, but also banks may need more expertise to
make corporate loans compared to taking deposits. The appendix contains
detailed definitions of all of our variables.

Table I includes summary statistics. The average and median loan size are
approximately $7.2mm and $2.7mm, respectively and over 90% of loans are
less than $16.2mm. The loan sample is approximately evenly split among
credit lines and term loans, and the median interest rate is 3.66%, which
corresponds to about a 150bp credit spread over the average 5-year swap
rate. The median firm has $23.6mm in assets, 7% profitability, and 31%
book leverage. The fact that the majority of the loans and firms are relatively
small is important for testing the local effects of asymmetric information, as
larger firms are usually able to source their loans nationally.

Over the sample period, 0.82% of firms default within the first year after
loan origination. This compares to an average ex-ante PD of 1.34%. This
discrepancy is likely due to realized aggregate economic conditions in the US
over the sample period being positive relative to banks’ ex-ante expectations.

There is quite a bit of cross-sectional variation in market concentration,
with the bottom ten percentile of loans being in counties with 4 or fewer banks
(loan HHI of 0.91) and the top ten percentile of loans being in counties with
20 or more banks (loan HHI of 0.22). Online Appendix Figure 1 plots the

full distribution of loans across the number of banks.

19



A.  Validity of Bank Risk Assessments

For the risk measures to reflect banks’ private information, they must
reflect the actual risk of the loans. In this section, we verify that banks’ risk
assessments predict interest rates and ex-post loan performance.

First, we test the relationship between bank risk assessments and interest

rates by estimating the following regression:

IR, = BoPD; + 1 LGD; + B2 (PD; x LGD;) +T'X; + 6y + i + 1wy, (1)

where the unit of observation is each loan [ in industry ¢ originated by bank
b in quarter t. The outcome variable I R; is loan [’s interest rate and PD,
LGD and the Expected Loss (PD x LGD) are our key explanatory vari-
ables. In addition, X; is a vector of loan-level controls, which include the
log of the maturity in months, the log of the loan amount, whether the
loan has a guarantor or not, loan purpose fixed effects and loan type fixed
effects (combination of credit facility type (term/line), interest rate variabil-
ity (floating/fixed), d,+ is bank by quarter fixed effects, and «;; is industry
by quarter fixed effects. Bank by quarter fixed effects allow us to control
for any differences in internal risk models across banks or within bank over
time. Importantly, this allows us to control for any potential aggregate un-
derreporting of risk assessments by banks in order to reduce their capital
requirements (e.g., Behn, Haselmann, and Vig (2016) and Plosser and San-
tos (2018)). Moreover, by evaluating loans given by the same bank in the
same quarter, we also absorb any differences in banks’ cost of capital that

may affect interest rates. Throughout the paper, we cluster the standard

20



errors by county.

The results are displayed in Table III. In Column (1), where we only
include loan-level characteristics and fixed effects, the adjusted R-squared
is 52%. In Column (2), we include PD, LGD, and their interaction term
(Expected Loss) in the regression. Consistent with banks acting upon their
risk assessments, risk assessments strongly predict interest rates even after
controlling for loan characteristics and many fixed effects. The adjusted R-
squared increases from 52% to 55%, confirming that these bank assessments
can explain a large portion of the heterogeneity in interest rates.!” The
effect of risk assessments on interest rates is not only statistically significant,
but also economically relevant. For example, a 1pp increase in PD (about
two-thirds of a standard deviation) leads to a 7.7bp increase in interest rates.

Second, we evaluate the univariate correlation between realized default
and interest rate, comparing it to the correlation between realized default and
PD. In Figure 1A we place loans into five equal-sized bins sorted on interest
rate and plot their average realized default rate. While the overall correlation
is positive, there is a minimal increase in realized default rates as the inter-
est rate increases across the first three bins. On the other hand, when we
place loans into five equal-sized PD buckets, we see a much clearer positive
and monotonic relationship between average realized defaults and PD than
interest rates (Figure 1B). Bank risk assessments appear more strongly cor-
related with performance than interest rates, suggesting that interest rates

may include substantial non-risk components (e.g., markups due to market

1"The F-value of joint significance of the three risk measures is 178.28, allowing us to

clearly reject the null hypothesis that risk assessments do not explain interest rates.

21



power).
Third, we test whether the degree to which bank risk assessments and
interest rates separately explain loan performance in a multivariate setting.

We estimate the following regression:

Y1 = BolRi+ 51 PDy+ o LGD+ 3 (PDy x LGDy) +T X+ + i +uy, (2)

where the outcome variable y; is either Non-Performance or Realized Default
and X; contains the same loan-level controls as in (1). The results are dis-
played in Table IV.'"® In Columns (1) and (4), we only include the interest
rate as the main independent variable and find that, consistent with Fig-
ure 1A, interest rates are strongly related to loan performance. In Columns
(2) and (5), we only include the risk assessments as the main independent
variables and find that PD strongly predicts future loan performance. In par-
ticular, a 1pp increase in PD increases the likelihood that the firm defaults
by about 0.89pp. The adjusted R-squared increases from 0.09 to 0.10 and
0.07 to 0.08 when the risk assessments alone are included as compared to
the interest rate alone. Finally, in Columns (3) and (6), we include interest
rates and risk assessments together as independent variables. Interestingly,
while the risk assessments still strongly predict future loan performance, the
coefficient on interest rate drops substantially (from 0.527 to 0.101 on non-
performance and 0.354 to 0.093 on realized default) and becomes statistically

insignificant for both specifications. These results are consistent with bank

18We have slightly fewer observations than in Table III, because we do not include loans

in 2019 because the default horizon is less than a year.
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risk assessments fully capturing the underlying risk of the loans. Moreover,
they suggest that interest rates may be affected by factors other than risk,
such as market power, which we explore further in Section IV. We cannot
formally test whether interest rates are truly orthogonal to loan performance
after controlling for banks’ risk assessments, as the inability to reject the
null hypothesis does not mean that the null is true. However, as we just
showed, the point estimate on interest rate is both economically small (less
than one-fifth of its level when we exclude risk assessments in predicting

non-performance) and statistically insignificant.

III. Loan Market Structure and Adverse
Selection

We have established that bank risk assessments contain substantial infor-
mation about the riskiness of borrowers beyond interest rates and observable
characteristics. In this section, we test how lending terms and borrower risk
vary across local market structures. First, we test the relationship between
market concentration and interest rates by estimating the following loan-level

regression:

IR[ = BNOBC + F(]Xl + FIZf,t + (5(,715 + Q¢ + ur, (3)

where NODB, is the the number of banks in the county where the firm is
headquartered, X; is a vector of loan characteristics as in (1), and Z;; is a
vector of firm characteristics, which include profitability, firm size, tangibil-

ity, and leverage. The results are displayed in Table V. In Column (1), we
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estimate the regression without firm characteristics. The point estimate for
the number of banks is 0.012 and statistically significant, i.e., if the county
has an additional bank, this is associated with a 1.2bp higher interest rate.
This result suggests that a one standard deviation increase in the number of
banks (5.86) increases the credit spread by about 7bp compared to an av-
erage credit spread over b-year swap rates of about 150bps over the sample
period. In Column (2), we include firm characteristics, and the coefficient on
the number of banks remains stable. Finally, in Column (3) we show that the
coefficient remains positive and statistically significant after controlling for
population density, average wages, and average wages in the financial indus-
try (all in logs) in the county that may be related to the costs of administering
the loan.

In terms of economic magnitudes, Degryse and Ongena (2008) survey the
literature on the relationship between market structure and interest rates
and find that a 10pp increase in HHI (measured by deposit HHI for studies
in the US), which is about 1.25 SD in our data, leads to anywhere between
not statistically different than 0 to 61bps increase in loan rates. However,
interest rates were much higher during these samples, so our effect should be
considered slightly larger on a relative scale. Moreover, as shown below, the
effects are non-monotonic, which reduces the average effect.

We test for non-monotonicity by plotting the coefficients for various num-
bers of banks operating in the county in Figure 2. Specifically, we estimate
differences in interest rates across dummies of number of banks, from 1 (ref-
erence group) to 2, 3-7, 8-12, 13-17, and 18-23. The coefficients exhibit a

U-shape in which interest rates first drop, but then increase as the number

24



of banks increases. This result is consistent with the standard competition
force dominating at first, but the adverse selection channel dominating after
a certain number of banks are in the market. This result seems natural,
particularly if banks are competing on price a la Bertrand, as the marginal
impact of an additional bank on the degree of competition begins to diminish.

Next, in Table VI we estimate the same regressions in Table V but use
PD as the dependent variable rather than interest rate to test how borrower
risk varies based on the number of banks in the county. In many models of
adverse selection, the average risk of borrowers increases with the number of
banks operating in a market, as lower quality firms have more opportunities
to receive funding from banks (e.g., Broecker, 1990). Across all specifications,
increasing the number of banks in a county is associated with higher PDs.
In Column (2) with firm characteristics, PDs increase by 1.1bp with one
additional bank in the county. This compares to an average PD of 134bps.
This result not only lends support to the adverse selection channel but also
highlights the potential risks of making inference purely based on observable
firm and loan characteristics, as the risk of loans can systematically vary
across different market structures conditional on observables.

We again plot the coefficients for various numbers of banks operating in
the county in Figure 3. In contrast to interest rates, PDs are monotonically
increasing in the number of banks, which is consistent with standard models
of adverse selection (e.g., Broecker, 1990) where lower quality borrowers have
a higher chance of receiving funding when there are more banks in the market.

Another key prediction of adverse selection models is that lending volume

increases in the number of banks as more low-quality borrowers receive fi-
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nancing. To test this prediction, we aggregate the data at the county quarter

level and estimate the following regression:

Volume; = BoNOB, 4+ To Xy + 0; + tey, (4)

where Volume,, is the log of total dollar loan volume or the total number of
loans granted in county c in quarter ¢, X.; are county level controls, which
include population density, average wages, finance industry wages, and the
total population (all in logs) and ¢, are year-quarter fixed effects. The results
are displayed with and without county-level controls in Table VII. Across
all specifications, the coefficient is positive and statistically significant. For
instance, in Column (2), the coefficient for lending volume is 0.14, implying
that one additional bank is associated with about 14% higher lending volume.

Similar to the behavior of PDs, Figure 4 shows that loan volume mono-
tonically increases with the number of banks in a market. Of course, higher
lending volume in markets with more banks is not a unique prediction of ad-
verse selection models. Many models of competition, such as Cournot, make
the same prediction. However, these models do not predict higher interest
rates and a riskier pool of borrowers as we see in the data.

Lastly, we perform three tests of ancillary predictions of models of adverse
selection. First, if the winner’s curse becomes more severe in markets with
more banks, we would expect that banks’ PDs would more accurately predict
subsequent non-performance. Intuitively, when the winner’s curse is more

severe, a bank “winning” a borrower reveals more information about that
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borrower’s quality.'” To test this prediction, we use the area under the
receiver operating characteristic curve (AUC) as a measure of the accuracy of
banks’ internal risk assessments.? Figure 5 shows that the AUC is higher in
markets with more banks (above median) for realized default (0.769 versus
0.694) and also for non-performance (0.705 versus 0.630).”" These results
suggest that banks’ PDs are more predictive of loan performance and provide
further support for the adverse selection mechanism.

Second, Dell’Ariccia and Marquez (2006) show that in markets with more
banks, as the asymmetric information problem becomes more severe, this can
result in an increase in collateralization so that banks can screen borrowers.??
We test this prediction by estimating the same specification as (4), but with
the variable Secured by Blanket Lien as the dependent variable. This is a
dummy variable that equals one if the bank has a claim on all unencumbered

collateral of the borrower and proxies for the degree of collateralization of

YTn fact, Milgrom (1979) shows that under certain conditions the price paid in a
common-value auction converges to the true value of the good when the number of bidders

gets large.
20The AUC is the most common approach to measure the discriminatory ability of

binary classifier variables. Online Appendix Section 9 provides a detailed explanation of

the AUC.

2IThese differences are statistically significant based on the standard Delong test (De-

Long, DeLong, and Clarke-Pearson (1988)).

22Specialization could be another way to avoid adverse selection. In Online Appendix
Table 3, we find no difference in specialization (as defined by Paravisini, Rappoport, and
Schnabl (2023)) across markets with more or fewer banks. Thus, it seems that collater-
alization, rather than specialization, is the more prevalent way banks protect themselves

from adverse selection.
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the loan.?® Table VIII shows that loans are more likely to have blanket liens
in markets with more banks. Specifically, a one standard deviation increase
in the number of banks (about 6) increases the likelihood of a blanket lien
by 1.2pp (3.2%).

Finally, in a frictionless competitive market, we would expect a strong
positive relationship between the frequency of firms changing banks and the
number of banks in the market.?* In contrast, as mentioned in Section I,
if banks can gain an information advantage over other banks through their
lending relationships, this can create adverse selection, making it very diffi-
cult to switch banks even if there are many banks in the market. To test this
hypothesis, we create a variable Stay Bank, a dummy that equals one when
a firm borrows from an existing bank on the current loan. For this analysis,
we restrict the sample to firms with more than one loan over the sample pe-
riod and analyze all loans that follow their first loan.?® In Figure 6, we assign
loans to categories based on the number of banks in the county and plot the
average of Stay Bank in each category. Firms stay with their existing banks
around 75% of the time, with minimal changes in that rate as the number
of banks in the county increases. Hence, even though there are more possi-

ble banks to borrow from, firms rarely change banks. We also formally test

23The vast majority of loans in our sample have some form of collateral; hence, we

instead rely on variation in the type/degree of collateralization.

24For example, suppose there are N banks in a market, each of which receives an i.i.d.
signal about the borrower’s creditworthiness. The probability that a firm switches to a

new bank is %, which is increasing in N.

25For this filter, we use the data from 2011 up to the beginning of our sample to

determine whether a loan follows the firm’s first loan.
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this in Figure 7 by estimating regressions with Stay Bank as the dependent
variable and the same controls as in (4). There is a decrease in the likelihood
of firms’ staying with their existing banks; however, none of the point esti-
mates are statistically different than zero and are economically small (e.g.,
in markets with 18-23 banks, firms change banks about 3pp more often than
in markets with 2 banks). The fact that firms still barely switch banks in
markets with many banks is consistent with adverse selection plaguing these
markets. In Section VI, we explore how information obtained through these
existing lending relationships can create market power for banks.?’

One concern with our measure of the number of banks in a county is
that we do not have loans originated by small banks and nonbank financial
institutions such as online FinTech lenders, as our data only covers US banks
with over $50bn in assets. To address the issue of a lack of small banks, we
also create an alternative measure of the number of banks in each county
based on branch-level data from the FDIC Summary of Deposits, which
includes all FDIC-insured banks. The measure has a correlation of 0.84 with
our main measure (Table II), and when we reproduce our main tables using
this alternative measure of concentration, we find very similar qualitative
results (See Online Appendix Tables 11 - 13). These results suggest that
our measure of the number of banks is not simply picking up the degree of

dominance of large banks in a county.

26In Online Appendix Table 4, we also show that new borrowers tend to be riskier
and receive better terms on their loans relative to older borrower, which suggests banks
anticipate the value of relationships and future market power from adverse selection in

markets with more banks.
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Second, Gopal and Schnabl (2022) show that after the financial crisis
online lenders or “FinTechs” and finance companies, increased their market
share in small business lending dramatically.?” However, among our sample
of firms, these types of lenders appear less important. According to a survey
conducted by the Federal Reserve Bank of Cleveland, firms rarely apply for
loans of over $1mm from online lenders (Wiersch et al. (2022)). Specifically,
they find that 3.7% of firms applying for loans over $1mm apply for loans
from online lenders at all.?® Moreover, among the 3.7% that applied to online
lenders, almost two-thirds also applied to banks.

There has also been an increase in nonbank lending at the middle market
level (e.g., Chernenko, Erel, and Prilmeier (2022) and Davydiuk, Marchuk,
and Rosen (2024)).?° Middle market firms are typically defined as having
revenue of $10mm to $1bn. Moreover, the sample of loan-level data in
Chernenko, Erel, and Prilmeier (2022) includes much larger, publicly traded
firms.?

Finally, even to the extent that nonbank lenders are prevalent in these
markets, Begley, Purnanandam, and Traweek (2023) find a positive relation-
ship between the presence of nonbank lenders and bank branches, suggesting

that nonbanks are not simply a pure substitute for banks.

2TBegley and Srinivasan (2022) show that nonbanks have also taken market share from

banks in the mortgage market.
28See Online Appendix Table 37 for more details.

298ee also Chen, Hanson, and Stein (2017) for evidence that nonbank lenders partially

filled in for the reduction in small business lending by large banks after the GFC.

30The median firm size in our sample is less than one-fifth the size of the firms in Cher-
nenko, Erel, and Prilmeier (2022) (23.6mm versus 126mm for firms that receive nonbank

loans).
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IV. Loan Market Structure and Market
Power

In Section III, we find that markets with more banks issue loans to riskier
borrowers at a higher interest rate. However, it is not clear whether the
higher interest rate is purely due to the borrowers’ higher risk or if it also
includes higher profits, or markups, that banks can extract from borrowers.
As discussed in Section I, standard theories of competition, e.g., Cournot,
would predict reduced markups in markets with more banks. On the other
hand, if more banks exacerbate the adverse selection problem, this can lead
to higher market power for banks that are better informed about certain
borrowers.

To better analyze market power, we attempt to isolate the marginal cost
of each loan based on borrower risk, bank funding costs, and loan processing
costs. To do this, we estimate regressions predicting interest rates where we
again control for bank-level funding costs through bank by time fixed effects
and loan processing costs with county-level characteristics and wage data,
but also control for the bank’s perceived risk of the loan. The remaining
portion of the interest rate, which is unexplained by risk, we refer to as the
markup on the loan. Effectively, this approach allows us to compare two
loans from the same bank at the same time, with the same level of risk.
Importantly, as shown in Table IV, once we control for the risk of the loan,
interest rates no longer predict loan performance. Hence, our measure of
markup arguably is not driven by the ex-ante riskiness of the loan.

To test the relationship between local bank concentration and bank
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markups, we estimate the following regression:

IR[ = 50NOBC + ﬁlpD + ﬁgLGD + 53(PD X LGD)

+ Do Xi + 1254 + G + iy + w, (5)

This regression is the same as (4) but contains banks’ internal risk assess-
ments as controls and hence orthogonalizes the interest rate to the underlying
risk of the loan. It is important to note that our measure of markup is rel-
ative, and not absolute as we are comparing the relative interest rate across
loans after controlling for the risk of those loans. However, our main focus is
analyzing relative markups across counties with different market structures.

Table [X shows that markups are higher in regions with more banks.
In Column (2), where we control for firm characteristics, the coefficient on
number of banks is 0.012 and statistically significant, implying that markups
increase by 1.2bps for each additional bank in the county.

This result is consistent with adverse selection driving market power;
however, as documented in Section III, interest rates do not monotonically
increase in the number of banks. We thus test if markups exhibit a similar
pattern by plotting the coefficients for various numbers of banks operating
in the county in Figure 8. Consistent with our results on interest rates, the
coefficients exhibit a U-shape in which markups first drop as the number of

banks increases, but eventually begin to increase.
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V. Cross-Sectional Analysis and Robustness
Checks

We have thus far treated firms as homogenous; however, for certain types
of firms, the asymmetric information problem may be less severe. In par-
ticular, firms with more tangible assets may be less subject to asymmetric
information because tangible assets can be more easily valued (e.g., Frank
and Goyal (2009)). Firms with more tangible assets also tend to use more col-
lateral (e.g., Rajan and Zingales (1995) and Almeida and Campello (2007)),
which makes it easier for banks to lend without having to collect extensive
information (e.g., Manove, Padilla, and Pagano (2001)).

In Table X we split firms into groups based on whether their tangible
assets are above the median in a given quarter (i.e., high tangibility) and
test the relationship between number of banks and interest rates, PDs and
markups separately for each of these groups.*! For firms with high tangible
assets (Columns (1), (3), and (5)), the relationship between the number of
banks and interest rates, PDs, and markups is basically zero. Conversely,
for firms with low tangible assets (Columns (2), (4), and (6)), the effect is

strong and larger than our baseline effects (Column (3) of Tables V, VI,

31The level of tangibility is fairly high in our sample (as shown in Table I the median
is 0.99) for two main reasons. First, for smaller firms, the majority of their assets are
tangible. Second, the definition of tangible assets in Y-14Q is very broad and includes any
asset with a physical presence, including cash and accounts receivables. However, many
firms do have meaningful intangible assets (e.g., goodwill, trademarks and patents): for
example, in the tenth percentile of firms, one-third of their assets are intangibles. Hence,

these tests effectively compare firms with intangible assets to those without.
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and 1X). Hence, for firms for which unobservables are important, we see a
strong relationship between the number of banks and interest rates, PDs, and
markups, which we argue further supports the adverse selection channel.

Furthermore, in Online Appendix Tables 6 - 8, we also conduct placebo
tests on public firms, for which we expect asymmetric information across
banks in local markets to be less relevant. We find no relationship between
the number of banks in the county and interest rates, PDs, and markups
among publicly traded firms.*?

One concern is that linear controls may not fully capture the relation-
ship between county characteristics and markups. To address this issue, in
Online Appendix Table 10, we show that our results are robust to matching
counties based on population, population density, total wages, and financial
industry wages using the methodology in Scharfstein and Sunderam (2016)
and suggested by Imbens (2015). Relatedly, in Online Appendix Tables 22
- 24, we also show that our main results are robust to including interaction
terms between the number of banks and other observable characteristics, and
in Online Appendix Tables 27 - 29, we show that our results are robust to
including non-linear terms for all control variables.

Loan demand could also be a confounding factor affecting both interest
rates and the number of banks in a region. For example, banks may respond

to higher loan demand and interest rates by entering markets.>> However,

32In Online Appendix Tables 40 - 42, we also find similar results when we restrict firms
to those classified as small businesses with less than $25 million in revenue. This threshold
is based on the small-business classification used in the Tax Cuts and Jobs Act of 2017

(TCJA), as described by Sanati and Beyhaghi (2024).
33In contrast, it is not obvious why higher loan demand would lead to riskier borrowers
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given that these are large banks with funds all around the country, we argue
that the existing banks in the region should be able to move capital to the
most profitable regions with high loan demand (e.g., Gilje, Loutskina, and
Strahan, 2016). Specifically, without any information frictions, in a pure loan
demand story, banks should funnel money to regions with the higher inter-
est rate/markup markets until the marginal cost of capital at the aggregate
bank-level equates the marginal profits of lending. However, the fact that
we do see in equilibrium interest rates and markups vary across counties,
suggests that information frictions can be preventing this from happening.
In particular, adverse selection implies that private information regarding
borrowers prevents banks from simply entering markets with high average
markups because banks end up being stuck with the worst borrowers.?* In-
deed, our result showing firms rarely change banks, even in markets with
many banks, is entirely consistent with this channel. Nonetheless, in On-
line Appendix Tables 19 - 21, we show that our main results are robust to
controlling for several proxies of loan demand. Moreover, in Section VII
we exploit a shock that differentially affects counties’ lending conditions to

further mitigate these various concerns.

V1. Markups and Switching Banks

The evidence in Section [V suggests that adverse selection is a source of
market power for banks. In models of adverse selection, market power arises

when a lender has superior information about a specific borrower. In this

receiving funding, as we observe in the data.
34See Dell’Ariccia, Friedman, and Marquez (1999) for a theory exploring this idea.
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section, we explore this idea further in the context of repeated relationships.
If banks gain an information advantage over other lenders through their lend-
ing relationships, they can hold up their borrowers and extract information
rents.

To capture the information effect of repeat borrowers, we again restrict
the sample to firms with more than one loan over the sample period and
analyze all loans that follow their first loan. After making these restrictions,

we estimate the following regression:

IRZ = BOStay chkl + BIPD + 62LGD + B3<PD X LGD)

+DoX;+ D1 Zp 4 + bt + Qi + Aoy + i, (6)

where Stay Bank is a dummy that equals one when firms stay with their
existing banks on their new loan, A.; is county by quarter fixed effects to
control for unobserved differences in markups across regions and time. As
in Table IX, we control for the banks’ risk assessments to capture the varia-
tion in interest rates due to markups. The results, which we estimate with
and without firm characteristics, are displayed in Table XI. Consistent with
banks extracting information rents, we find that the estimated coefficient of
Stay Bank is positive in all specifications and statistically significant except
for Column (1) without firm-level controls, which is borderline statistically
significant. For example, in Column (2), when we include firm character-
istics, firms face 9bp higher markups when they remain with their existing
bank.

If banks are indeed holding up their existing borrowers, we would expect
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this problem to be less severe if firms i) are borrowing from multiple banks
or ii) borrowed from other banks in the past. In Column (3), we interact
Stay Bank with the number of additional banks the firm has borrowed from
in the sample. We find that the interaction coefficient is —0.052 and statis-
tically significant. This result suggests that the information holdup problem
becomes less severe the more competition there is among informed banks.
These results provide additional support for adverse selection driving
market power in local loan markets. Next, we analyze a plausibly exoge-
nous shock to banks’ lending costs that affects local market structures and

lending behavior.

VII. Capital Surcharges as a Shock to Bank
Lending

We have found a positive relationship between the number of banks in
a county and interest rates, markups, borrower risk, and lending volume.
However, the number of banks is not randomly allocated to counties, and
there could be omitted variables correlated with the number of banks and
the lending outcomes. In Section IV we discuss how controlling for banks’
private information, funding/operating costs, and proxies for loan demand
can ameliorate these issues, but lingering concerns about the causality of the
relationship may still exist. In this section, we use the capital surcharges
imposed on global systemically important banks (GSIBs) as a shock to large
banks’ lending costs in local banking markets. Following the global financial

crisis, regulators imposed additional surcharges on the largest global banks to
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strengthen their capital positions.?> These capital surcharges were approved
in July 2015 and went into effect in 2016.

Several papers find that higher capital requirements reduce bank lending
(e.g., Behn, Haselmann, and Vig, 2016 and Fraisse, Lé, and Thesmar, 2020).
Similarly, Favara, Ivanov, and Rezende (2021) show that after these capital
surcharges were phased in, affected banks decreased their lending relative to
other banks. Hence, we hypothesize that counties with more GSIBs in 2015
will experience drops in the number of banks operating in the county and
aggregate lending volume as these large banks find it more costly to lend.
To test this hypothesis, we estimate the following difference-in-differences

regression:

Yt.e = Bo + LiNOGsagi5,c X Posty + 10 X; + 7251 + Opt + Voo + Qig + Ut e,
(7)

where the dependent variable is either the number of banks lending, calcu-
lated at the annual level, or the log of county-level loan volume calculated
quarterly, NOGap15,. is the number of GSIBs in county ¢ in 2015, and Post,
is a dummy variable that equals one if the observation’s year is greater than

or equal to 2016. We measure the number of banks at the annual level to

35The eight US banks that are identified as GSIBs are: Bank of America Corporation,
The Bank of New York Mellon Corporation, Citigroup, Inc., The Goldman Sachs Group,
Inc., JPMorgan Chase & Co., Morgan Stanley, State Street Corporation, and Wells Fargo

& Company.
36The implementation of the surcharges was staggered over time, beginning with 25%

in 2016, followed by 25% increments each year until hitting 100% in 2019. See Favara,

Ivanov, and Rezende (2021) for more institutional details regarding the capital surcharges.
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minimize noise as best we can while still obtaining a measure that varies
over time. Because our measure is annual, we also exclude 2014Q (the first
quarter in our sample) from our sample in any regressions that include the
number of banks at the annual level. We also include the same loan-level
controls as in Table XI as well as bank by county fixed effects ;.. We es-
timate these regressions at the loan-level even though the number of banks
and loan volume are not measured at the loan-level because below we use
NOG15, x Post; as an instrumental variable in a two-stage least squares
regression. However, in Online Appendix Table 19, we show that the results
regarding the number of banks and loan volume are robust to estimating
these regressions at the county-year and county-quarter level, respectively.
As before, we cluster our standard errors by county. The main coefficient of
interest is (31, which tells us how the outcome variable evolved differentially
after the imposition of the surcharges across areas with different initial GSIB
presences. Our approach is essentially a Bartik-style difference-in-differences
(e.g., Goldsmith-Pinkham, Sorkin, and Swift, 2020).

For the GSIB surcharges to be a valid instrument, there must be no other
shocks at that time that differentially affect outcome variables across counties
with a different number of initial GSIB banks. Although this identifying
assumption is not directly testable, when possible, we test for parallel trends
prior to the imposition of the surcharges.

First, we validate that capital surcharges, and thus the presence of GSIBs
in a region in 2015, significantly impact the local market structure. In
Columns (1) and (2) of Table XII, the coefficients are both negative and sta-

tistically significant. An additional GSIB bank in a county in 2015 results in a
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0.20 drop in the number of total banks in that county and about an 8.4% drop
in lending volume following the imposition of the surcharges. We also plot
the time series of annual interaction coefficients (i.e., NOGayp5. x Year FE)
in Figures 9 and 11. Importantly, Figure 11 does not exhibit any apparent
pretrends.®” Finally, we show that this drop in number of banks is specifically
driven by a drop in GSIBs, not non-GSIBs in Figure 9 and Online Appendix
Table 31.%%

At first glance, the lending volume result seems contradictory to Favara,
Ivanov, and Rezende (2021) as they find an increase in lending from non-
GSIBs, which offsets the decrease in lending from GSIBs. However, their
sample includes large corporate loans from publicly traded firms and syndi-
cated loans, while ours does not. Consistent with their analysis, when we
reestimate Figure 11 but include all syndicated loans and loans to public
firms, we find no drop in aggregate lending (Online Appendix Figure 2).
Hence, while total lending does not change, lending to smaller firms drops
more in areas where GSIBs were more prevalent in 2015. If information fric-
tions are more severe for these smaller private firms, it might make it difficult
for other banks to simply take up the slack from the reduced GSIB lending.
Indeed, many parts of our analysis are consistent with severe information
frictions in these markets.

While standard models of competition predict that fewer banks and re-

3TWe cannot test for pretrends for the number of banks in Figure 9 since our sample

begins in 2015 and the surcharges were imposed in 2016.

38In Online Appendix Table 32, we also show that the drop in lending volume is driven

by GSIBs as well.
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duced lending volume should reduce competition and lead to higher interest
rates and markups, the adverse selection channel predicts that fewer banks
lead to lower interest rates as the average quality of borrowers increases.
Moreover, several theories of adverse selection and our earlier results suggest
that more banks can also lead to higher markups.

We have shown that following the imposition of surcharges, there were
drops in the number of banks and total lending in areas with a high num-
ber of GSIBs prior to the surcharges. Under the adverse selection channel,
other banks in those markets should be less worried (or not worried at all)
that a potential borrower has been denied a loan from one of these GSIBs,
thereby reducing the adverse selection problem. If this were the case, we
would first expect interest rates to decrease via a lower adverse selection dis-
count. Consistent with this hypothesis, in Column (3) of Table XII we find a
statistically significant decrease in interest rates. Second, with fewer poten-
tial competitors in the market and reduced adverse selection, lower quality
borrowers now have fewer chances to find a lender who is optimistic about
them (e.g., Broecker, 1990). This effect should cause a reduction in borrower
risk in markets with more GSIBs. Also consistent with this hypothesis, in
Column (4) we find a statistically significant drop in PD. Finally, with re-
duced adverse selection problems, the information rents banks can extract
from their borrowers should drop. In Column (5), markups drop; however,
the estimate is not quite statistically significant. We again plot the time
series of annual interaction coefficients in Figures 12 - 14, which also do not
exhibit any apparent pretrends. Taken together, these results support the

channel through which the forced reduction in lending by GSIBs caused a
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reduction in adverse selection.

To better compare these reduced-form difference-in-differences estimates
to the results in the first part of the paper, we next take an instrumental
variables approach. Specifically, we use NOGyp15,. X Post; as an instrument
for the number of banks in the county (measured at the annual level) to test
the relationship between the number of banks and lending volume, interest
rates, PDs, and markups. The first stage is the same as Column (1) of Table
XI1.* To calculate the number of banks based on full years of data, the
sample period for all instrumental variables specifications begins in 2015Q1
rather than 2014Q4.

The second stage results are displayed in Table XIII. Consistent with
the reduced form analysis, the coefficients for loan volume, interest rates,
and PD are all positive and statistically significant, while the coefficient for
markups is positive but not quite statistically significant. More noticeably,
the size of the IV coefficients are much larger than the OLS estimates we
obtained in the main analysis. First, this is common in instrumental variable
settings, particularly if our variable for the number of banks is measured with
noise (e.g., Jiang, 2017 and Pancost and Schaller, 2021). Second, in this
section, we measure the number of banks at the annual level, which is lower
than the number of banks that ever lend in a county over the entire sample,
mechanically increasing the magnitude of the coefficients. Third, while our

main analysis presents the average effect across all counties with a wide range

39For the markup specifications, i.e., those in which we control for the risk assessments,
the first stage is slightly different than Column (1) since it also includes PD, LGD, and

Expected Loss.
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of number of banks, inevitably, the GSIB shock is concentrated in counties
with more banks in which our earlier results suggest the adverse selection
channel dominates. Table II shows that the correlation between the number
of banks in a county over the whole sample and the number of GSIBs in the
county in 2015 is 0.79. Nonetheless, we view the economic magnitudes of the
main variables of interest as reasonable: one additional bank leads to a 18bp
higher interest rate and 40bp higher probability of default.*’

One concern is that these results can be explained by GSIBs simply cut-
ting back lending to the riskiest borrowers following a supply shock. In
Online Appendix Table 33, we find no evidence that GSIBs cut their lending
to high-risk borrowers, relative to non-GSIBs.*! Moreover, Online Appendix

Tables 34 and 35 show that our results hold if we restrict the sample to loans

granted by non-GSIBs.

VIII. Conclusion

Adverse selection is a central problem in credit markets, but it is difficult

to analyze because it is driven by the private information of both borrowers

40The coefficient for markup is 12bps, although as mentioned earlier, it is not statisti-
cally significant. The coefficient for loan volume is large and suggests one additional bank
increases the amount of loan volume by over 50%; however, our IV approach assumes all
changing in lending occurs at the extensive margin, i.e., the choice of banks to lend, where

clearly the intensive margin, i.e., how much to lend, may also be affecting lending volume.
41In that table, we find that GSIBs cut lending relatively more to larger borrowers after

the imposition of the surcharges. While exploring the mechanism for this is beyond the
scope of this paper, one possibility is that banks earn lower rents on these loans, as large

firms have better outside options and face fewer adverse selection problems.
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and lenders. In this paper, we show that in markets with more banks, more
low-quality borrowers receive financing, resulting in higher interest rates,
banks’ private risk assessments, and loan volume. We also develop a new
methodology for measuring loan markups by controlling for the underlying
risk of the borrower and provide evidence that adverse selection can be a
source of market power for banks.

While we do not provide a welfare analysis of market structure, our re-
sults suggest that standard models of competition do not fully capture the
subtleties of the impact of market structure on competition, borrower risk,
and interest rates in corporate loan markets. Because of this, a potential
unintended consequence of antitrust policies is that by making banking mar-
kets less concentrated, these policies may also lead to higher interest rates

and riskier borrowers receiving financing.
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Figure 1. Average Realized Default Rates. Figure 1A plots the average
realized default rates over the twelve months following origination across five
interest rate bins. Figure 1B plots the average realized default rates across
five PD bins. The average interest rate or PD in each bin is listed below each
bar.
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Figure 2. Number of Banks in the County and Interest Rates.
This figure plots estimated coefficients, with 90% confidence intervals, for
regressions of interest rates on different number of bank group dummies as
well as the same controls as in Column (2) of Table V. The number of banks
in each group is listed below, where the reference number of banks is 1.
Standard errors are clustered by county.

33



T T
1 2 3-7 8-12 13-17 18-23

Figure 3. Number of Banks in the County and PDs. This figure plots
estimated coefficients, with 90% confidence intervals, for regressions of PD
on different number of bank group dummies as well as the same controls as in
Column (2) of Table VI. The number of banks in each group is listed below,
where the reference number of banks is 1. Standard errors are clustered by
county.
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Figure 4. Number of Banks in the County and Loan Volume. This
figure plots estimated coefficients, with 90% confidence intervals, for regres-
sions of loan volume on different number of bank group dummies as well as
the same controls as in Column (2) of Table VII. The number of banks in each
group is listed below, where the reference number of banks is 1. Standard
errors are clustered by county.
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Figure 5. Market Structure and PD Accuracy. The left panel plots
ROC curves split by whether the number of banks is above the median over
the sample, with PD as the predictor and Realized Default as the outcome
variable. The right panel uses PD as the predictor and Nonperformance as
the outcome variable. The area under each ROC curve (AUC) is reported
along with the number of observations in the legend. |AAUC]| reports the
difference between the two AUCs. Below |[AAUC|, the DelLong, DelLong,
and Clarke-Pearson (1988) statistics are reported: the x? test statistic and
its corresponding p-value are reported, which test the null hypothesis that
the difference between the two AUC values equals zero.
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Figure 6. The Frequency of Firms Staying With Their Existing
Banks. This figure plots the frequency of firms staying with one of their
existing banks, i.e., Stay Bank across counties with different numbers of
banks. Loans from counties with one bank are excluded.
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Figure 7. The Frequency of Firms Staying With Their Existing
Banks (Regression Analysis). This figure plots estimated coefficients,
with 90% confidence intervals, for regressions of Stay Bank on different
number of bank group dummies as well as the same controls as in Column
(2) of Table VI. The number of banks in each group is listed below, where
the reference number of banks is 2. Loans from counties with one bank are
excluded. Standard errors are clustered by county.
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Figure 8. Number of Banks in the County and Markups. This figure
plots estimated coefficients, with 90% confidence intervals, for regressions of
markup on different number of bank group dummies as well as the same
controls as in Column (2) of Table IX. We refer to markups as any variation
in interest rates after controlling for the risk of the loan. The number of
banks in each group is listed below, where the reference number of banks is
1. Standard errors are clustered by county.
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Figure 9. The Effect of GSIB Surcharges on the Number of Banks.
This figure plots estimated regression coefficients with 90% confidence inter-
vals from a version of (7) with annual interaction terms and the number of
banks (calculated annually) as the dependent variable. Standard errors are
clustered by county.
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Figure 10. The Effect of GSIB Surcharges on the Number of GSIB
and Non-GSIBs. This figure plots estimated regression coefficients with
90% confidence intervals from a version of (7) with annual interaction terms
and either the number of GSIBs or non-GSIBs (both calculated annually) as
the dependent variable. Standard errors are clustered by county.
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Figure 11. The Effect of GSIB Surcharges on Lending Volume. This
figure plots estimated regression coefficients with 90% confidence intervals
from a version of (7) with annual interaction terms and the log of loan volume
as the dependent variable. Standard errors are clustered by county.
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Figure 12. The Effect of GSIB Surcharges on Interest Rates. This
figure plots estimated regression coefficients with 90% confidence intervals
from a version of (7) with annual interaction terms and Interest Rate (%) as
the dependent variable. Standard errors are clustered by county.
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Figure 13. The Effect of GSIB Surcharges on PDs. This figure plots
estimated regression coefficients with 90% confidence intervals from a version
of (7) with annual interaction terms and Probability of Default (%) as the
dependent variable. Standard errors are clustered by county.
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Figure 14. The Effect of GSIB Surcharges on Markups. This figure
plots estimated regression coefficients with 90% confidence intervals from a
version of (7) with annual interaction terms and Interest Rate (%) as the
dependent variable, while controlling for the risk of the loan (i.e., PD, LGD
and Expected Loss). Standard errors are clustered by county.
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Table I. Summary Statistics

This table contains summary statistics for loan-level, firm and geographic char-
acteristics. The appendix includes detailed definitions of all of our variables and
Section II explains our filters.

Mean SD 10% Median  90% N
Loan Characteristics

Amount (million USD) 717 14.74  1.06 2.66 16.19 21,924
Interest Rate (%) 3.66 1.17  2.16 3.66 5.24 21,924
Probability of Default (%) 1.34 1.70  0.20 0.87 279 21,924
Loss Given Default (%) 35.11 14.68 15.00 36.00 50.00 21,924
Expected Loss (%) 0.45 0.58  0.06 0.27 0.97 21,924
Floating Interest Rate 0.79 0.41  0.00 1.00 1.00 21,924
Guaranteed 0.50 0.50  0.00 0.00 1.00 21,924
Maturity (months) 41.70 30.25 11.00 36.00 84.00 21,924
Non-Performance (%) 2.05 14.18  0.00 0.00 0.00 21,924
Number of Prior Lenders 0.82 1.76  0.00 0.00 2.00 21,924
New Borrower 0.27 0.44  0.00 0.00 1.00 21,924
Line of Credit 0.50 0.50  0.00 0.00 1.00 21,924
Realized Default (%) 0.82 9.02  0.00 0.00 0.00 21,924
Secured 0.91 0.29 1.00 1.00 1.00 21,924
Secured by Blanket Lien 0.38 0.49  0.00 0.00 1.00 21,923
Stay Bank 0.76 0.43  0.00 1.00 1.00 16,087
GSIB 0.42 0.49  0.00 0.00 1.00 21,924

Firm Characteristics

Assets (million USD) 153.50 706.61  4.30 23.59 207.67 21,924
Net Sales (million USD) 229.50 1,247.45  9.22 4598 337.85 21,854
Leverage 0.34 0.25  0.02 0.31 0.68 21,480
Profitability 0.12 0.18 -0.00 0.07 0.28 21,924
Tangibility 0.91 0.17  0.67 0.99 1.00 21,866

Geographic Characteristics

Number of Banks 11.64 5.86  4.00 12.00  20.00 21,924
Number of Banks (Annual) 5.74 3.77  1.00 5.00 11.00 21,924
Number of GSIBs (2015) 2.19 1.25  0.00 2.00 4.00 20,420
Number of All Banks 31.06 24.27  9.00 24.00 71.00 21,904
Population Density 6.83 1.54  4.72 7.05 8.30 21,924
Wages 9.50 027  9.19 9.48 9.81 21,907
Financial Industry Wages 9.84 0.39 9.39 9.81 10.28 21,901
Population 13.280° 1.36 11.42 13.48  14.82 21,924
Deposit HHI 0.20 0.08 0.11 0.18 0.29 21,924

Loan HHI 0.50 0.25 0.22 0.43 0.91 21,924




Table II. Correlation Between Measures of Market Concentration

This table contains a correlation matrix containing different measures of
market concentration as well as the number of GSIBs present in 2015 at
the county level.

Variables (1) (i) (1) (iv)  (v)

(i) Number of Banks 1.00

(ii) Deposit HHI -0.27  1.00

(iii) Loan HHI 0.90 023 1.00

(iv) Number of GSIBs (2015) 0.79 -0.16 -0.77 1.00
(

v) Number of Banks (Branches) 0.84 -0.32 -0.69 0.70 1.00
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Table III. Interest Rates and Risk Assessments

This table tests whether banks’ internal risk assessments predict loan interest
rates. T-statistics are shown below the parameter estimates in parentheses and
are calculated using robust standard errors clustered by county. *, ** and ***
indicate statistical significance at the 10%, 5%, and 1% levels, respectively.

Interest Rate (%)

(1) (2)
Probability of Default (%) 0.077*
(4.660)
Loss Given Default (%) 0.003*
(4.366)
Expected Loss (%) 0.155**
(3.542)
Log(maturity) —0.001 0.016*
(0.154) (1.842)
Log(Amount) —0.159** —0.151**
(20.598) (20.563)
Guaranteed 0.062** 0.061**
(3.255) (3.416)
Loan Purpose FE YES YES
Loan Type FE YES YES
Bank-Quarter FE YES YES
Industry-Quarter FE YES YES
Observations 21,853 21,853
Adj. R-squared 0.52 0.55
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Table V. Market Structure and Interest Rates

This table tests the relationship between the number of banks and interest rates.
T-statistics are shown below the parameter estimates in parentheses and are cal-
culated using robust standard errors clustered by county. *, **, and *** indicate
statistical significance at the 10%, 5%, and 1% levels, respectively.

Interest Rate (%)

(1) (2) (3)
Number of Banks 0.012*** 0.013** 0.009*
(6.338) (6.318) (2.433)
Log(Assets) —0.151* —0.152**
(20.304) (20.735)
Leverage 0.204*** 0.207*
(6.366) (6.559)
Tangibility —0.671*** —0.672**
(14.876) (14.922)
Profitability —(.388*** —0.382"*
(9.027) (9.070)
Population Density —0.008
(0.369)
Wages 0.142
(1.479)
Financial Industry Wages 0.037
(0.569)
Loan Controls YES YES YES
Bank-Quarter FE YES YES YES
Industry-Quarter FE YES YES YES
Observations 21,853 21,388 21,348
Adj. R-squared 0.52 0.54 0.54
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Table VI. Market Structure and Borrower Risk

This table tests the relationship between the number of banks and probability of

default (PD). T-statistics are shown below the parameter estimates in parentheses

and are calculated using robust standard errors clustered by county. *, ** and

¥ indicate statistical significance at the 10%, 5%, and 1% levels, respectively.

Probability of Default (%)

(1) (2) (3)
Number of Banks 0.008*** 0.011** 0.009*
(3.470) (4.970) (2.330)
Log(Assets) —0.138** —0.137***
(10.845) (10.764)
Leverage 0.963"** 0.961**
(11.562) (11.648)
Tangibility —0.235*** —0.232**
(2.757) (2.715)
Profitability —1.822%** —1.828"**
(24.588) (24.871)
Population Density 0.045**
(3.164)
Wages —0.169
(1.536)
Financial Industry Wages —0.034
(0.327)
Loan Controls YES YES YES
Bank-Quarter FE YES YES YES
Industry-Quarter FE YES YES YES
Observations 21,853 21,388 21,348
Adj. R-squared 0.17 0.23 0.23
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Table VII. Market Structure and Loan Volume

This table tests the relationship between the number of banks and loan volume.
Loan volume is measured in logs and is aggregated at the county-quarter level.
T-statistics are shown below the parameter estimates in parentheses and are cal-
culated using robust standard errors clustered by county. *, ** and *** indicate
statistical significance at the 10%, 5%, and 1% levels, respectively.

Log(loan volume)

(1) (2) (3)

Number of Banks 0.144*** 0.140** 0.125%*
(21.235) (14.662) (11.707)
Population Density —0.040* —0.065**
(1.821) (2.535)
Wages 0.161 0.213
(0.945) (1.255)
Financial Industry Wages 0.173* 0.160
(1.766) (1.624)
Population 0.086**
(2.164)
Quarter FE YES YES YES
Observations 8,060 8,026 8,026
Adj. R-squared 0.26 0.27 0.27
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Table VIII. Market Structure and Collateralization

This table tests the relationship between the number of banks and whether loans
contain a blanket lien. T-statistics are shown below the parameter estimates in
parentheses and are calculated using robust standard errors clustered by county.
* ¥ and *** indicate statistical significance at the 10%, 5%, and 1% levels,

respectively.

Secured by Blanket Lien

(1) (2) (3)

Number of Banks 0.002*** 0.002*** 0.002**
(2.977) (3.116) (2.246)
Log(Assets) —0.017* —0.017***
(7.530) (7.535)
Leverage —0.033*** —0.034**
(2.685) (2.743)
Tangibility —0.076** —0.078**
(4.070) (4.192)
Profitability 0.078** 0.076**
(4.999) (4.904)
Population Density —0.003
(0.656)
Wages —0.029
(0.976)
Financial Industry Wages 0.023
(1.143)
Loan Controls YES YES YES
Bank-Quarter FE YES YES YES
Industry-Quarter FE YES YES YES
Observations 21,853 21,388 21,348
Adj. R-squared 0.56 0.56 0.56

72



Table IX. Market Structure and Markups

This table tests the relationship between the number of banks and markups. We
refer to markups as any variation in interest rates after controlling for the risk of
the loan. T-statistics are shown below the parameter estimates in parentheses and
are calculated using robust standard errors clustered by county. *, ** and ***

indicate statistical significance at the 10%, 5%, and 1% levels, respectively.

Interest Rate (%)

(1) (2) (3)
Number of Banks 0.011** 0.012** 0.008**
(5.948) (5.844) (2.343)
Probability of Default (%) 0.076** 0.064*** 0.064**
(4.615) (3.875) (3.988)
Loss Given Default (%) 0.003*** 0.002*** 0.002***
(4.360) (2.962) (2.950)
Expected Loss (%) 0.155** 0.143** 0.142***
(3.532) (3.303) (3.330)
Log(Assets) —0.132"* —0.133"*
(17.901) (18.270)
Leverage 0.108*** 0.111%
(3.474) (3.630)
Tangibility —0.624** —0.625"*
(14.289) (14.322)
Profitability —0.200*** —0.192***
(4.721) (4.627)
Population Density —0.012
(0.620)
Wages 0.165*
(1.789)
Financial Industry Wages 0.032
(0.494)
Loan Controls YES YES YES
Bank-Quarter FE YES YES YES
Industry-Quarter FE YES YES YES
Observations 21,853 21,388 21,348
Adj. R-squared 0.55 0.56 0.56
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Table XI. Switching Banks and Markups

This table tests whether firms that stay with their existing banks face higher

markups. We refer to markups as any variation in interest rates after controlling

for the risk of the loan. T-statistics are shown below the parameter estimates in

parentheses and are calculated using robust standard errors clustered by county.
* ¥ and *** indicate statistical significance at the 10%, 5%, and 1% levels,

respectively.
Interest Rate (%)
(1) (2) (3)
Stay Bank 0.040 0.090*** 0.160***
(1.647) (3.637) (4.925)
N. of Prior Lenders 0.037**
(2.701)
Stay Bank x N. of Prior Lenders —0.052"**
(3.504)
Probability of Default (%) 0.102** 0.089** 0.088***
(4.522) (4.003) (3.945)
Loss Given Default (%) 0.006™** 0.005** 0.005**
(5.047) (4.654) (4.630)
Expected Loss (%) 0.061 0.044 0.045
(0.954) (0.706) (0.724)
Log(Assets) —0.131** —0.127**
(12.135) (10.789)
Leverage 0.187** 0.193**
(4.110) (4.246)
Tangibility —0.677 —0.676"*
(9.379) (9.300)
Profitability —0.288*** —0.285"**
(5.006) (5.010)
Loan Controls YES YES YES
County-Quarter FE YES YES YES
Bank-Quarter FE YES YES YES
Industry-Quarter FE YES YES YES
Observations 12,257 11,915 11,915
Adj. R-squared 0.61 0.62 0.62

75



€90 650 190 gL0 160 parenbs-y [py

079°'¢T 079°¢CT 079°€T 079°'¢T L69°CT SUOT}RATIOS( ()
SHA SHA SHA SHA SHA . w3renty-Luysnpuy
SHA SHA SHA SHA SHA . m3rend)-ueg
SHA SHA SHA SHA SHA d £yunop-yueg
SHA SHA SAA SHA SHA S[013U0)) UROT]
(12L°1)
«€0T°0 (9) ssorT pagoadxr]
(z657)
w8000 (94) HNeJO(] WOATE) SSOTT
(962°¢)
w8070 (9) mego(q Jo ANqiqeqold
(L1E°T) (929'T) (L86°T) (se1°€) (e¥9°2)
120°0— 690°0— 1€0°0— 78070~ +102°0—  (GT0T) SISO JO "N X 380d
(c) (¥) (€) (2) (1)
(%) v (%) anepo jo - (%) orey (or) syueg]
pIsEhiching | Ayiqeqoid 1SoI0U] QUIN[OA URO Jo'N

"AoA1100dsor ‘s[oAd] YT pue ‘oG ‘90T 9} 18 90URDYIUSIS [RIIISIJRIS 9)eIIPUL
wxx PUR oy AIUNod AQ paIoIsn(d SIOLI® PIepueR)s JSNCOI SUISN POJR[NORD dIR pue sosoyjualed Ul sejewnise 1ojowered o)
MO[9( UMOT[S oIR SOIPSIJR)S-T, "Teok [[IJ ® UO Paseq syUeq JO IoqUINU oY) 9)R[NO[RD 0} IOPIO Ul FOETOZ - TOSTOE ST Yorqm (1)
uwnjo)) 10y 1deoxe FOHET10Z - TOFT0Z St pottad ofdures oy, ‘sedreypans [eirdes jo uorjisodwr o) SUIMO[[O] SOUI0IINO JON IR Ul
SoZUeD SIONPUI SEISY) JO IoquINU 97} I9YIOYM FUIISS) SUOISSAIZAI SOOUSISPIP-UI-00UIISHIP ULIO] PIdNPaI SUTRIUOD d[qe]} SIY T,

(seoualelI(J-UI-00ULIelI(] ULIO] Padnpay]) sewodin(Q 1oIe]y pue sadreyding qiSoH ‘IIX °lqeL

76



L69°CT L69°CT 169°C1 L69°CT SUOIRAIOS( ()

SHA SHA SHA SHA . 1e3rend)-Ansnpuy
SHA SHA SHA SHA Hd 1erend)-sueg
SHA SHA SHA SHA A Apuno)-yueq
SHA SHA SHA SHA S[OI3U0)) URO']
(e8¢°1)
160°0 (9) ssor pejoedxry
(zhi'p)
70070 @&v JNeJo(] UAIX) SSOT
(116°¢)
46800 (%) Hmego( jo Lpiqeqoid
(gL€°71) (799°1) (168°1) (c¥e2)
6110 L96€°0 6LT°0 =G0G0 (renuuy) syueg jo zoquiny
(<)
(¥) (€) (2) (1)
(%) oy (%) ymepoa jo (%) ovey (o)
pISEhichig | Ayqeqoid 1SoIoU] QUIN[OA URO

"AToA1100dsar ‘s[oAd] o pue
‘4G ‘40T OUI 1B Q0URIYIUFIS [RII1ISIIR)S 9IRIIPUL .. PUR ‘. ‘ "A1UNO0D AQ POILISN[D SIOLIO PIRPURIS ISNOL SUISTL POIRNO[RD
oIe pue sosoyjuaIed Ul sojeWI)Sse Iojowreted oY) MO[O( UMOYS aIe SO1SIPRIS-, ‘suolreoynads [[e ut FOE10Z - TOGT10T St potted
ordures oy, "[TX o[qeL Jo (T) ummio)) ur umoys st age)s 481y oY, 21504 X “(CT0Z) SIISD JO QUL ST PUIOWINLIISUT POPN[IXD
U, ‘Ajunoo oY) Ul SyUe(q JO IoqUUINU O} UO SOUWI0IINO JONIRUL JO SUOISSOIS0I sorenbs-1ses] age)s-om} SUIRIUOD 9[(qe} SIYJ,

(sexenbg jsear] a8e)g-0M T,) sewooIN( j93IeJA pue sedreyoing gIiso ‘IIIX °I9eBL

77



Appendix A. Variable Definitions

Deposit HHI: The average annual Deposit HHI (sum of squared bank mar-

ket shares) from each county, from Drechsler, Savov, and Schnabl (2017).

Expected Loss: PD x LG D, from Y-14Q).

Financial Industry Wages: Average, quarterly county-level wages in the fi-

nancial industry in logs, from BLS.
Firm Size: log(assets) trimmed at the 99th percentile, from Y-14Q.

Floating Interest Rate: Dummy variable that equals one if the loan is float-

ing rate, from Y-14Q.

GSIB: Dummy variable that equals one if the loan is from a global system-

ically important bank (GSIB), from Y-14Q.

Guarantee: Dummy variable that equals one if the loan is fully or partially

guaranteed, from Y-14Q).

High Tangibility: Dummy variable that equals one if the firm’s tangibility,

as defined as tangible assets over total assets, is higher than the median

within quarter, from Y-14Q.

Interest Rate: Loan interest rate in percentage points, trimmed at [0,1),

from Y-14Q.

Loan HHI: The average annual county HHI (sum of squared bank market

shares) for the county over the entire sample period, from Y-14Q.
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Loan Purpose: Categorical variable for loan purpose. Popular loan purposes
are general corporate purposes, working capital, and capital expenditures.
For a complete list of possible loan purposes, see page 178 of the FR Y-14Q)

Instructions, from Y-14Q.

Loan Volume: The average quarterly loan volume in the county, from Y-

14Q.
Leverage: total debt/assets, winsorized at [1%, 99%], from Y-14Q.
LGD: The bank’s estimated loss given default, from Y-14Q.

Line of Credit: Dummy variable that equals one if the loan is a line of

credit, from Y-14Q.
Maturity: Log of loan maturity in months, from Y-14Q.

MSA Loan HHI: The average annual MSA HHI (sum of squared bank mar-

ket shares) for each MSA over the entire sample period, from Y-14Q.

Net Sales: Trailing twelve-month gross sales minus trade discounts, and
returned sales and allowances for which credit is given to customers, less

returns and allowances, freight out, and cash discounts, from Y-14Q).

Non-Performance: Dummy variable that equals one if the bank reports the

loan as 90 days past due or non-accrual, or reports a positive net cumulative
charge-off amount, or reports specific reserve for an impaired loan for the
loan within the 12 months following the origination of the loan, or if the

bank considers the borrower as defaulted as defined by Realized Default
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below, from Y-14Q.

Number of Banks: Number of unique banks to have given a loan in the

county at any point over the entire sample, from Y-14Q).

Number of Banks (Annual): Number of unique banks to have given a loan

in the county in the calendar year, from Y-14Q.

Number of Banks (Branch): Number of unique banks that have a commer-

cial lending branch in a county in the calendar year, from the FDIC Sum-

mary of Deposits.

Number of GSIBs (Annual): Number of unique GSIBs to have given a loan

in the county in the calendar year, from Y-14Q).

Number of GSIBs (2015): Number of unique GSIBs to have given a loan in

the county in 2015, from Y-14Q.

Number of non-GSIBs (Annual): Number of unique non-GSIBs to have

given a loan in the county in the calendar year, from Y-14Q).

Number of Prior Lenders: Number of additional past lenders beyond the
borrower’s current lender. If the firm borrows from n multiple lenders we

include n — 1 in this count, from Y-14Q).

Probability of Default (PD): The bank’s expected annual default rate over

the life of the loan, trimmed if PD = 0 or above the 99th percentile, from

Y-14Q.
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Population: Annual county-level estimate from the US Census Bureau, cal-
culated by adjusting the previous year’s population (or most recent decen-

nial census) to account for births, deaths, and net migration, from Census

Population Density: Annual county-level population per square mile in logs,

from Census.
Profitability: EBITDA /assets, winsorized at [1%, 99%], from Y-14Q.
Rent: Average county level residential rent in logs, from Zillow.

Realized Default: Dummy variable that equals one if the borrower is rated

D (defaulted) or is assigned a PD=100% by the lending bank within one

year after the origination of the loan, from Y-14Q).

Secured: Dummy variable that equals one if the loan is secured, from Y-

14Q.

Secured by Blanket Lien: Dummy variable that equals one if the lending

bank has a claim on all unencumbered collateral of the borrower, from Y-

14Q.

Stay Bank: Dummy variable that equals one if the firm has previously

borrowed from one of the banks it is currently borrowing from, from Y-

14Q.
Tangibility: tangible assets/assets, winsorized at [1%, 99%], from Y-14Q.

Wages: Average, quarterly, county-level wages in logs, from BLS.
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